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Motivation
• Traffic sign recognition is an integral 

part of autonomous cars. Any 
misclassification of traffic signs can 
lead to accidents and/or large traffic 
interruption. 

• Physically robust attacks on image 
recognition systems proposed in [1, 
2] demonstrate several successful 
adversarial examples against a traffic 
sign classifier.

• We propose Out-of-Distribution
(OOD) and lenticular printing as 
two new attack spaces and 
thoroughly test them in the real-
world setting.
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Drive-by Test

• Lenticular printing interlaces 
2 images. Viewing angles 
determine which image 
shows up.

• Assume that a driver and a 
camera see signs at different 
angles.
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We propose two novel attacks, OOD and lenticular printing, and extensively evaluate them in both 
virtual and real-world settings. We carry out experiments in white-box and black-box scenarios as well as against adversarially
trained model and find that our OOD attacks succeed with high probability and cause misclassification with high confidence.

Our OOD attacks are consistently classified as 
the target sign with high confidence 


